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ABSTRACT: Email spam detection remains a significant challenge in the field of Cybersecurity and information 

retrieval. Spam emails not only waste users’ time but also pose serious security threats such as phishing attacks, 

malware distribution, and identity theft. This paper presents a detailed study on spam email classification using the 

Multinomial Naive Bayes (MNB) algorithm, a probabilistic machine learning method well-suited for text classification 

tasks. We utilize a publicly available dataset containing labelled ham and spam emails, preprocess the data by cleaning 

and encoding, and extract features using the Bag-of-Words model via Count Vectorizer. The MNB classifier is trained 

on 80% of the data and tested on the remaining 20%. Our model achieves an accuracy of approximately 98%, with high 

precision and recall scores, demonstrating its effectiveness in distinguishing spam from legitimate emails. We further 

analyse the most frequent words in spam emails and visualize them using word clouds to gain insights into common 

spam characteristics. The evaluation includes confusion matrix analysis and ROC curve plotting, with an AUC score of 

0.99 indicating excellent discriminative ability. The results confirm that the Multinomial Naive Bayes classifier is a 

computationally efficient and reliable method for spam detection. Future work will explore the integration of advanced 

natural language processing techniques and deep learning models to further improve detection accuracy and adapt to 

evolving spam tactics 

 

KEYWORDS: Spam detection, Email classification, Multinomial Naive Bayes, Text mining, Natural language 

processing, Bag-of-Words, ROC curve, Word cloud 

 

I. INTRODUCTION 

 

The exponential growth of email communication has revolutionized how individuals and organizations exchange 

information. However, this growth has been accompanied by a surge in unsolicited and often malicious emails, 

commonly referred to as spam. Spam emails can range from harmless advertisements to dangerous phishing attempts 

and malware carriers, posing significant risks to users’ privacy and security. Consequently, developing effective spam 

detection systems is crucial to maintaining the integrity and usability of email services. 

 

Traditional spam filtering methods relied heavily on manually crafted rules and blacklists, which are often rigid and 

unable to adapt to the constantly evolving nature of spam content. Machine learning approaches, particularly those 

based on text classification, have emerged as powerful alternatives due to their ability to learn patterns from data and 

generalize to unseen examples. Among these, the Multinomial Naive Bayes (MNB) classifier is widely recognized for 

its simplicity, efficiency, and strong performance in text classification tasks. 

 

This paper investigates the application of the MNB algorithm for spam email detection. We utilize a publicly available 

dataset containing labelled emails, preprocess the data to prepare it for modelling, and extract features using the Bag-

of-Words approach. The model is trained and evaluated using standard metrics such as accuracy, precision, recall, and 

the area under the ROC curve (AUC). Additionally, we perform exploratory data analysis to understand the distribution 

of spam and ham emails and identify the most frequent words in spam messages. The contributions of this work include 

a comprehensive evaluation of the MNB classifier on a real-world dataset, visualization of spam characteristics through 

word frequency analysis and word clouds, and a discussion of the model’s strengths and limitations. The remainder of 

the paper is organized as follows: Section 2 formulates the problem, Section 3 reviews related literature, Section 4 

describes the dataset, Section 5 details the methodology, Section 6 presents the proposed model, Section 7 discusses 

experimental results, Section 8 outlines evaluation methods, Section 9 compares with other works, Section 10 describes 

system design, Section 11 covers implementation, Section 12 presents results and testing, and Section 13 concludes 

with future work. 

 

http://www.ijarasem.com/


      International Journal of Advanced Research in Arts, Science, Engineering & Management (IJARASEM) 

                                                                         | ISSN: 2395-7852 | www.ijarasem.com | Impact Factor: 8.028 | Bimonthly, Peer Reviewed & Refereed Journal| 

         | Volume 12, Issue 5, September - October 2025 | 

                                     
IJARASEM © 2025                                                             | An ISO 9001:2008 Certified Journal  |                                        10094 

 

II. PROBLEM FORMULATION 

 

Spam email detection can be formally defined as a binary classification problem where the objective is to categorize 

incoming email messages into two classes: ham (legitimate emails) and spam (unwanted or malicious emails). Given an 

email message represented as a sequence of words or tokens, the task is to learn a function where 0 corresponds to ham 

and 1 corresponds to spam. The challenge lies in accurately modelling the complex and often subtle differences 

between legitimate and spam emails, which can vary widely in content, style, and structure. The input data consists of 

raw text messages, which must be transformed into a suitable numerical representation for machine learning 

algorithms. This involves preprocessing steps such as tokenization, normalization, and vectorization. The feature space 

is typically high-dimensional and sparse, as emails contain a large vocabulary with many words appearing infrequently. 

The classification model must learn to estimate the posterior probability of each class given the input features. In the 

case of the Multinomial Naive Bayes classifier, this involves calculating the likelihood of observing the word counts in 

the message conditioned on the class label, assuming conditional independence between words. The model then 

predicts the class with the highest posterior probability. Performance evaluation is critical to ensure the model’s 

effectiveness. Metrics such as accuracy, precision, recall, and F1-score provide insights into the classifier’s ability to 

correctly identify spam and ham emails. Additionally, the Receiver Operating Characteristic (ROC) curve and the Area 

Under the Curve (AUC) measure the trade-off between true positive and false positive rates across different 

classification thresholds. The problem is complicated by factors such as imbalanced datasets, evolving spam tactics, 

and the presence of ambiguous or borderline cases. Therefore, the model must be robust and adaptable to maintain high 

detection rates while minimizing false alarms. 

 

III. LITERATURE REVIEW 

 

Spam detection has been a prominent research area within machine learning and natural language processing for over 

two decades. Early approaches primarily relied on heuristic and rule-based systems, which used manually defined 

patterns and blacklists to filter spam emails. While effective to some extent, these methods lacked scalability and 

adaptability to new spam variants. The introduction of statistical learning methods marked a significant advancement. 

The Naive Bayes classifier, particularly the Multinomial variant, became a popular choice due to its simplicity and 

strong theoretical foundation. Androutsopoulos et al. [1] demonstrated the effectiveness of Naive Bayes in spam 

filtering, showing that it could outperform traditional rule-based filters with minimal computational overhead.  Sub-

sequent research explored other machine learning algorithms such as Support Vector Machines (SVM) [2], decision 

trees, and ensemble methods like Random Forests and Gradient Boosting [3]. These models often achieved higher 

accuracy but at the cost of increased complexity and training time. SVMs, for example, are known for their robustness 

in high-dimensional spaces but require careful parameter tuning.  More recently, deep learning techniques have been 

applied to spam detection. Recurrent Neural Networks (RNNs), Long Short-Term Memory (LSTM) networks, and 

transformer-based models have shown promising results by capturing contextual and sequential information in text [4]. 

However, these models demand large labelled datasets and significant computational resources, which may not be 

feasible in all scenarios. Feature engineering has also evolved from simple Bag-of-Words representations to more 

sophisticated embeddings such as Word2Vec, GloVe, and contextual embeddings from BERT. These methods capture 

semantic relationships between words, improving classification performance. Despite advances, the Multinomial Naive 

Bayes classifier remains a strong baseline due to its efficiency and interpretability. It is particularly suitable for 

applications requiring fast training and prediction on moderate-sized datasets. This paper builds upon these foundations 

by applying the Multinomial Naive Bayes classifier to a real-world spam dataset, providing detailed analysis and 

visualization to enhance understanding of spam characteristics 
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IV. DATAFLOW DIAGRAM 

 

 
 

Fig 3.1: Data Flow Diagram 

 

IV. DATASET DESCRIPTION 

 

The dataset employed in this study is the well-known "Spam Collection" dataset, originally compiled for research in 

spam filtering. It contains a total of 5,574 email messages, each labelled as either ham (legitimate) or spam 

(unsolicited). The dataset is publicly available and widely used as a benchmark in spam detection research. The data is 

stored in a CSV file encoded in Latin-1 format to accommodate special characters commonly found in email text. Each 

record consists of two primary fields: the label (ham or spam) and the raw email message content. The dataset does not 

include metadata such as sender information or timestamps, focusing solely on the textual content. 

 

Initial inspection reveals that the dataset is relatively balanced, with approximately 4,100 ham emails and 1,474 spam 

emails. This distribution allows for effective training of classification models without severe class imbalance issues, 

which can otherwise bias the classifier. Data cleaning involved removing irrelevant columns and handling any missing 

or corrupted entries. The text messages were converted to lowercase to ensure uniformity, and basic preprocessing 

steps such as removing punctuation and stop words were considered but ultimately left minimal to preserve the original 

content for feature extraction. 

 

Exploratory data analysis included visualizing the distribution of classes using count plots, which confirmed the 

dataset’s composition. Additionally, word frequency analysis was performed to identify common terms in spam and 

ham emails, providing insights into distinguishing features. The dataset’s size and quality make it suitable for training 

and evaluating machine learning models for spam detection. However, it is important to note that real-world spam 

evolves continuously, and models trained on static datasets may require periodic retraining to maintain effectiveness. 

 

V. METHODOLOGY 

 

The methodology of this study encompasses several key stages: data preprocessing, feature extraction, model training, 

and evaluation. Each stage is critical to building an effective spam detection system. 

 

Models used:  

Multinomial Naive Bayes (Multinomial NB): This is the primary algorithm employed in the project. It's a variant of 

the Naive Bayes family of probabilistic classifiers, specifically designed for discrete data, such as word counts in text 

classification tasks. In this case: 

• The text messages are converted into numerical features using Count Vectorizer, which creates a bag-of-

words representation (a matrix of word frequencies). 
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5.1 Data Preprocessing 

The raw dataset was first loaded using the pandas library. Irrelevant columns were dropped, retaining only the label and 

message fields. The labels were mapped to numerical values, with ham assigned 0 and spam assigned 1, facilitating 

model training.  Text messages were converted to lowercase to reduce vocabulary size and improve consistency. 

Although advanced preprocessing techniques such as stemming, lemmatization, and stop word removal can enhance 

performance, this study focused on a straightforward approach to preserve the original message context. 

 

5.2 Feature Extraction 

The textual data was transformed into numerical features using the Bag-of-Words model implemented via scikit-learn’s 
Count Vectorizer. This method converts each email into a sparse vector representing the frequency of each word in the 

vocabulary. 

 

The vocabulary was built from the training data to avoid data leakage. The vectorizer tokenizes the text, counts word 

occurrences, and constructs a document-term matrix. This representation is well-suited for the Multinomial Naive 

Bayes classifier, which models word counts probabilistically. 

 

5.3 Model Training and Testing 

The dataset was split into training and testing subsets using an 80-20 ratio with a fixed random seed for reproducibility. 

The Multinomial Naive Bayes classifier was instantiated and trained on the vectorized training data.After training, 

predictions were made on the test set. Both class labels and class probabilities were obtained to facilitate evaluation 

using various metrics. 

 

5.4 Visualization and Analysis 

To better understand the data and model performance, several visualizations were generated: 

• Class distribution plots to confirm dataset balance. 

• Confusion matrix heatmaps to analyze classification errors. 

• ROC curves to evaluate the trade-off between sensitivity and specificity. 

• Word frequency bar plots and word clouds to identify common spam terms. 

This comprehensive methodology ensures a robust evaluation of the spam detection model. 

 

 
 

Fig. 5.1 Distribution of Ham and Spam Emails 

 

VI. PROPOSED MODEL 

 

The core of the proposed spam detection system is the Multinomial Naive Bayes (MNB) classifier, a probabilistic 

model particularly effective for text classification tasks involving discrete features such as word counts. The MNB 

model operates under the assumption of conditional independence between features given the class label. Although this 

assumption is often violated in natural language, the model performs well in practice due to the high dimensionality and 

sparsity of text data. 
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The model parameters are estimated using maximum likelihood with Laplace smoothing to handle zero-frequency 

problems. During prediction, the class with the highest posterior probability is assigned to the input message. 

 

The advantages of the MNB classifier include: 

• Computational Efficiency: Fast training and prediction suitable for large datasets. 

• Simplicity: Easy to implement and interpret. 

• Effectiveness: Strong baseline performance in spam detection. 

 

Limitations include the independence assumption and sensitivity to feature representation. Nonetheless, the MNB 

model provides a solid foundation for spam classification, especially when combined with appropriate feature 

extraction techniques. 

 

Table 2: Comparison on Existing System and Proposed System 

 

Drawbacks of 

Existing Systems 

Benefits of Proposed System 

(MNB) 

High accuracy (e.g., 

99% with deep 

learning like BERT) 

but often requires 

large datasets and 

fine-tuning; may 

overfit on small 

corpora. 

Competitive accuracy (98.4%) with 

simpler models, robust on 

imbalanced data without overfitting. 

Complex 

architectures (e.g., 

RNNs, transformers) 

demand significant 

computational 

resources and 

expertise for 

implementation. 

Simple probabilistic model, easy to 

implement and understand, reducing 

development time. 

Black-box nature of 

deep models makes it 

hard to explain 

decisions, limiting 

trust in critical 

applications. 

Highly interpretable via feature 

probabilities, allowing users to see 

why a message is flagged as spam. 

Resource-intensive 

training (e.g., GPUs 

for deep learning), 

unsuitable for real-

time or low-power 

devices. 

Fast training and inference, ideal for 

real-time email filtering on standard 

hardware. 

Needs vast labeled 

data for training; 

struggles with sparse 

or noisy datasets. 

Performs well with moderate data 

sizes, handles text sparsity 

effectively via bag-of-words. 

Scalability issues in 

large-scale 

deployments due to 

high memory and 

processing needs. 

Scalable for high-volume email 

processing, with low memory 

footprint. 
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VII. EXPERIMENT RESULTS 

 

The Multinomial Naive Bayes classifier was evaluated on the test set comprising 20% of the dataset. The model 

demonstrated strong performance across multiple metrics. 

 

7.1 Accuracy 

The overall accuracy was approximately 98%, indicating that the model correctly classified the vast majority of emails. 

This high accuracy reflects the model’s ability to distinguish between spam and ham effectively. 

 

7.2 Precision, Recall, and F1-Score 

The classification report showed: 

• Precision (Spam): 0.97, indicating that 97% of emails predicted as spam were actually spam. 

• Recall (Spam): 0.95, showing that 95% of actual spam emails were correctly identified. 

• F1-Score (Spam): 0.96, the harmonic mean of precision and recall, reflecting balanced performance. 

• Similar high scores were observed for the ham class, confirming the model’s reliability. 

 

7.3 Confusion Matrix 

The confusion matrix revealed a low number of false positives (ham misclassified as spam) and false negatives (spam 

misclassified as ham). This balance is crucial to minimize user inconvenience and security risks. 

 

 
 

Fig 7.1 Confusion Matrix 

 

7.4 ROC Curve and AUC 

The ROC curve plotted the true positive rate against the false positive rate at various thresholds. The Area Under the 

Curve (AUC) was 0.99, indicating excellent discriminative ability and robustness. 
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Fig 7.2 ROC Curve 

 

7.5 Word Frequency Analysis 

Analysis of the top 20 most frequent words in spam emails identified terms such as "free," "call," "txt," and "mobile," 

which are common in unsolicited advertisements and scams. A word cloud visualization further highlighted these 

keywords, providing intuitive insights into spam content. 

 

Overall, the experimental results validate the effectiveness of the Multinomial Naive Bayes classifier for spam 

detection on this dataset. 

 

VIII. EVALUATION METHOD 

 

The evaluation of the spam detection model employed multiple complementary metrics to provide a comprehensive 

assessment. 

 

8.1 Accuracy 

Accuracy measures the proportion of correctly classified emails out of the total. While intuitive, accuracy alone can be 

misleading in imbalanced datasets, but in this case, the dataset was sufficiently balanced. 

 

8.2 Precision, Recall, and F1-Score 

• Precision quantifies the correctness of positive predictions (spam). 

• Recall measures the ability to identify all actual spam emails. 

• F1-Score balances precision and recall, providing a single metric for overall performance. 

These metrics are critical in spam detection to balance false positives and false negatives. 

 

8.3 Confusion Matrix 

The confusion matrix provides a detailed breakdown of true positives, true negatives, false positives, and false 

negatives. It helps identify specific types of classification errors and their frequencies. 

 

8.4 ROC Curve and AUC 

The Receiver Operating Characteristic (ROC) curve illustrates the trade-off between sensitivity and specificity across 

different classification thresholds. The Area Under the Curve (AUC) summarizes the model’s ability to discriminate 

between classes, with values closer to 1 indicating better performance. 

 

8.5 Visualization 

Visual tools such as heatmaps for confusion matrices and plots for ROC curves enhance interpretability and facilitate 

comparison with other models. 

Together, these evaluation methods ensure a robust and transparent assessment of the spam detection system. 
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IX. COMPARISON WITH OTHER WORKS 

 

The Multinomial Naive Bayes classifier has been widely used as a baseline in spam detection research due to its 

simplicity and effectiveness. Compared to other classical machine learning models such as Support Vector Machines 

(SVM) and decision trees, MNB offers several advantages. 

 

SVMs often achieve comparable or slightly better accuracy but require more computational resources and parameter 

tuning. Decision trees and ensemble methods like Random Forests provide interpretability and robustness but can be 

prone to overfitting on high-dimensional sparse data. 

 

Deep learning models, including recurrent neural networks and transformers, have recently gained popularity for spam 

detection. These models capture semantic and contextual information beyond simple word counts, often resulting in 

improved accuracy. However, they demand large labelled datasets, extensive computational power, and longer training 

times, which may not be practical for all applications. 

 

In contrast, the MNB classifier is computationally efficient, easy to implement, and performs well on moderate-sized 

datasets. Its probabilistic framework allows for straightforward interpretation of predictions. 

 

This study’s results align with previous findings that MNB remains a strong baseline for spam detection. While more 

complex models may offer marginal improvements, the trade-offs in complexity and resource requirements must be 

considered. 

 

Future work could involve hybrid approaches combining MNB with deep learning or feature engineering techniques to 

leverage the strengths of multiple methods 

 

10. SYSTEM DESIGN & ARCHITECTURE 

 

The spam detection system is designed with modular components to facilitate scalability, maintainability, and 

integration. 

 

10.1 Data Ingestion Module 

Responsible for loading the dataset, performing initial cleaning, and preparing data for processing. It ensures data 

integrity and handles encoding issues. 

 

10.2 Preprocessing Module 

Performs text normalization, label encoding, and tokenization. This module prepares raw email messages for feature 

extraction. 

 

10.3 Feature Extraction Module 

Implements the Bag-of-Words model using Count Vectorizer to convert text into numerical vectors representing word 

frequencies. The vocabulary is built from training data to prevent data leakage. 

 

10.4 Model Training Module 

Trains the Multinomial Naive Bayes classifier on the vectorized training data. It includes hyperparameter settings such 

as Laplace smoothing. 

 

10.5 Prediction Module 

Generates predictions and class probabilities for new email messages. Supports batch and real-time classification. 

 

10.6 Evaluation Module 

Calculates performance metrics including accuracy, precision, recall, F1-score, confusion matrix, and ROC curve. 

Provides visualization tools for analysis. 

 

10.7 Visualization Module 

Generates plots for class distribution, confusion matrix heatmaps, ROC curves, word frequency bar charts, and word 

clouds. Enhances interpretability and insight generation. 
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Fig 10.1 Word Cloud 

 

The architecture supports easy extension to incorporate additional preprocessing steps, alternative feature extraction 

methods, or different classifiers. It can be integrated into email clients or server-side spam filtering systems. 

 

XI. IMPLEMENTATION 

 

The implementation was carried out in Python using libraries such as pandas, scikit-learn, matplotlib, seaborn, and 

wordcloud. The code follows best practices for reproducibility and modularity. 

 

XII. RESULTS & TESTING 

 

The model was tested on a held-out test set, achieving: 

• Accuracy: 98% 

• Precision (Spam): 0.97 

• Recall (Spam): 0.95 

• F1-Score (Spam): 0.96 

• AUC: 0.99 

Visualizations confirmed the model's effectiveness and provided insights into spam characteristics. 

 

XIII. CONCLUSION AND FUTURE WORK 

 

This study demonstrates that the Multinomial Naive Bayes classifier is an effective and efficient method for spam email 

detection. The model achieves high accuracy and robust performance with straightforward implementation. 

Future work will explore: 

• Incorporating advanced text preprocessing techniques such as stemming and lemmatization. 

• Experimenting with deep learning models like LSTM and transformers. 

• Real-time spam detection integration with email servers. 

• Handling concept drift as spam tactics evolve. 
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Fig 13.1 Top 20 Most frequent words in Spam Email. 
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